MTH 511a - 2020: Lecture 26

Instructor: Dootika Vats

The instructor of this course owns the copyright of all the course materials. This lecture
material was distributed only to the students attending the course MTHS11a: “Statistical
Sitmulation and Data Analysis” of IIT Kanpur, and should not be distributed in print or
through electronic media without the consent of the instructor. Students can make their own
copies of the course materials for their use.

1 Bayesian models

So far, in data analysis techniques, we have assumed that the data comes from some
distribution. This distribution dictates the likelihood, and then having observed the
data, the likelihood is maximized.

However, sometimes, we may already have some information about a parameter in
the data distribution. We would like to take into account that information. Some
examples:

e The mean of the batting average of cricket openers in ODIs. We know that
opening batters are likely to have batting averages between 30 - 50.

e The mean GRE quantitative score of MTH students. It is likely that MTH
students will have high GRE quant scores, so we should be able to account for
this information.

e You want to estimate how much money Akshay Kumar’s next movie will make.
His latest few movies have been big successes and big failures and everything
in between. You have information that his movie can be highly variable in its
revenue, and want to take account for that information.



1.1 Prior distribution

Suppose X, ..., X, ~ Fy is data from a distribution where 6 is a defining parameter.
So far in likelihood-based estimation techniques, we’ve obtained

n

L(O|Xy, ..., X,) = [[ F(Xi 1 6),

i=1

and then we maximized the likelihood. Thus, this likelihood becomes the key quantity
of interest.

When we have some information on the parameter #, we want to be able to include
that information into our process. We will assume that 6, the parameter of interest, is
random, in that, it has a distribution. The distribution assigned to @ is called the prior
distribution and is meant to encapsulate the prior information about the parameter:

0 ~m(0),
where 7(6) denotes the density of the prior distribution. For example:
e Cricket: 0 ~ N(40,20)
e GRE Quant: 0§ ~ N(167,1)
e Akshay Kumar: § ~ Gamma(40 lacs, 1).

1.2 Posterior distribution

Having observed the data Xi,..., X, ~ Fy, we now have more evidence that helps us
understand 6. That is, we can update the prior information using the observed data.
As in, we are interested in the distribution of 8 given Xi,...,X,,.

701X, ... X,) .

This is called the posterior distribution. Since we know 7(6) and we know f(Xy, ..., X,|0),
we can use Bayes’ Theorem to the density of the posterior distribution:

0. Xy, X
T f0,X1, .., Xn)d0
(X, X | 0)7(0)

N ff(Q,Xl,...,Xn)dQ
x f(X1,..., X, | 0)7(0),

7'('(9 ’ Xl,...,Xn)

where note that the proportionality constant is the inverse of the marginal distribution
of the data and is uniquely defined since the right hand side must integrate to 1.

The posterior distribution contains all relevant information about # having accounted
for the observed data. Note that, a key distinguishing feature of Bayesian models, from
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non-Bayesian ( or frequentist models) is that the parameter 6 is now random and has
a distribution. This is a philosophical difference between the two ideologies. We will
look at a few examples to understand this better.

Ezample 1 (Coin probability). Suppose Yi,...,Y, ~ Bern(p) are realizations from n
series of coin flips of a coin that gives heads with probability p. Suppose you have no
reason to believe that the coin is fair, and have no idea what is the probability of heads
for the coin. You want to let the model know that p could be anything between |0, 1]
and in fact all values seem equally likely to you.

That is
Prior distribution: 6 ~ U[0,1].

That is, the prior on p is m(p) = 1 for 0 < p < 1. By Bayes’ theorem, the posterior
distribution is:

m(p | y) o< m(p) - Hf(yi | p)

=1mo<p<1)-[[pa-p'>
=1
=p=¥(l—p)" =¥ I0<p< ),

Although we haven’t found the proportionality constant (the marginal likelihood), we
know that the above expression is that of a Beta distribution. Thus, So,

Posterior distribution: p | y ~ Beta <Z yi +1,n— Z Yi + 1)

Uniform prior

—— Prior
- Posterior for n = 10
- Posterior for n = 100

Density

0.0 0.2 0.4 0.6 0.8 1.0
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Now, suppose our prior distribution was different, and that we knew some values of p
were more favorable than others. We can assume

Prior distribution: 6 ~ Beta(a, ),

for o, 6 > 0. Note that for a = = 1, the prior is the UJ0, 1] prior. For this prior, the
posterior will be different, since

7T(p|y)0<7T(p)-Hf(yz | p)

. F(Oé + ﬁ) o 3 n y »
e pzyﬁ-a—l(l _ p)n—zyﬁ-ﬁ—l H(O <p< 1) .

Thus, the posterior distribution is

Posterior distribution: p | y ~ Beta <Z Y +a,n— Z Y + ﬁ) .

Beta(5,5) prior

© I —— Prior
: - Posterior for n = 10
- Posterior for n = 100

Density
4
|

0.3

Question: Information about 6 is in the form of a distribution. How do we summarize
a full distribution:

1. Maximum a posterior (MAP): the mode of the posterior distribution.

2. Posterior mean: the mean of the posterior distribution, E[f|y].



Amongst the two, posterior means are used more often that MAP. The above are
point estimates and do not give any idea of the variability of the posterior distribution.
Thus, we need a way to assess the variability. This is done via credible intervals. A
95% credible interval is [L, U] such that

U
/ 7 (0]y)do = .95.
L

Thus, one way to obtain [L, U] is to set L = .025""-quantile and U = .975""-quantile.
Similarly, an 80% quantile will be L = .10**-quantile and U = .90*"-quantile.

Ezample 2 (Coin probability continued). The MAP estimator requires solving the fol-
lowing optimization problem:

arg max {p>= Yo (1 — p)n U0 < p < 1)},
p

which, if it exists happens is easy to show, that it happens at

A Y yita—1
A ¥ B -2
The posterior mean estimator is
L D ¥ita
pPM_n—l—oz—f-ﬁ‘

Notice also that

> Yi i «Q
n+a+pf n+a+p
n a+p Q@

+ : .
n+a+/8y n+a+p a+p

pPrMm =

Notice that the posterior mean is a weighted average between the prior mean and the
data mean. As data increases (n — o0), n/(n+ a+ ) — 1 and thus,

ppv — Yy — 0.

That is, Bayesian modeling, in many cases, finds a balance between information from
the data and information from the prior, and once there is sufficient data, it essentially
starts matching the inference made by only the data.

We can also visualize the 95% credible interval and a vertical line for the previous
simulated data and we also present a vertical line for p = .5. Since this vertical line is
outside the credible interval, we can be certain that the coin is not fair.



Beta(5,5) prior

® ---- Posterior
—— 95% Credible Interval
—— Faircoin,p=.5

Density
4
|

0.3

Example 3 (Normal-normal example). Let Y1,Ys, ..., Y, ~ N(0,0?) for 02 > 0 known.
Further, let’s suppose the prior distribution is

Prior distribution: 6 ~ N(mg,sg) .
The posterior distribution is

Posterior distribution: 6 ~ 7(0|y) .
In order to find this

m(0ly)

ocm(0) - [ ] £(wil6)

X exp
=1
62 md  20mg Doyl nb* 205" i
= eX — _— _— _— Y
P s3 st s3 o2 o2 o2




How to choose a prior distribution:

e The support of the prior distribution defines the support of the posterior dis-
tribution. Thus, one way to restrict the family of distributions is to consider
the restrictions on the parameter. For example, for the Bernoulli problem, the
prior on p must be between 0,1. If putting a prior on the variance of a normal
distribution, the prior distribution must have positive support.

e Within a family of prior distributions, the specific choices depend on prior infor-
mation available, like in the examples above.

e Sometimes (and this should not happen often), priors may be chosen so as to
allow for simpler and computable posterior distributions. We will discuss these
next time.

2 Questions to think about

e Show for yourself that the posterior mean in the normal example is a weighted
average of the sample mean and the prior mean. What happens at n — oo?

e Find the posterior distribution for data distribution Exp(\) and prior A ~ Gamma(a, b).

e Generate data from Example 3 and pictorial see how the posterior distribution
changes as n increases.

e When will MAP and posterior means coincide?



