
MTH 511a - 2020: Lecture 13

Instructor: Dootika Vats

The instructor of this course owns the copyright of all the course materials. This lecture

material was distributed only to the students attending the course MTH511a: “Statistical

Simulation and Data Analysis” of IIT Kanpur, and should not be distributed in print or

through electronic media without the consent of the instructor. Students can make their own

copies of the course materials for their use.

1 Importance Sampling

1.1 Weighted Importance Sampling

Often for many distributions, we do not know the target distribution fully, but only
know it up to a normalizing constant. That is, the target density is

π(x) = aπ̃(x)

for some unknown a and the proposal density is

g(x) = bg̃(x)

for some known or unknown b. For simplicity, we will assume that b is unknown.
Suppose for some function h, the following integral is of interest:

θ :=

∫
X
h(x)π(x)dx .

We still want to use g as the importance distribution, so that

θ =

∫
X

h(x)π(x)

g(x)
g(x) dx .

Since a and b are unknown, we can’t evaluate π(x) and g(x). So our original estimator
does not work anymore! We can evaluate π̃(x) and g̃(x). So if we can estimate a and b
as well, that will allow us estimate θ. Instead, we will estimate b/a, which also works!
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Consider Z1, . . . , Zt ∼ G. The weighted importance sampling estimator of θ is

θ̂w :=

N∑
t=1

h(Zt)π̃(Zt)

g̃(Zt)

N∑
t=1

π̃(Zt)

g̃(Zt)

.

Theorem 1. As N →∞, θ̂w
p→ θ.

Proof. As a first step, note that at N →∞

1

N

N∑
t=1

h(Zt)π̃(Zt)

g̃(Zt)

p→ Eg

[
h(Z)π̃(Z)

g̃(Z)

]
and

1

N

N∑
t=1

π̃(Zt)

g̃(Zt)

p→ Eg

[
π̃(Z)

g̃(Z)

]
By an application of the continuous mapping theorem, as N →∞

θ̂w
p→

Eg

[
h(Z)π̃(Z)

g̃(Z)

]
Eg

[
π̃(Z)

g̃(Z)

]
We need to show that

θ =

Eg

[
h(Z)π̃(Z)

g̃(Z)

]
Eg

[
π̃(Z)

g̃(Z)

]
So we will first find both expectations. First

Eg

[
h(Z)π̃(Z)

g̃(Z)

]
=

∫
X

h(z)π̃(z)

g̃(z)
g(z)dz

=
b

a

∫
X

h(z)π(z)

g(z)
g(z)dz

=
b

a
θ .

Second,

Eg

[
π̃(Z)

g̃(Z)

]
=

∫
X

π̃(z)

g̃(z)
g(z)dz

=
b

a

∫
X
π(z)dz =

b

a
.

So,

Eg

[
h(Z)π̃(Z)

g̃(Z)

]
Eg

[
π̃(Z)

g̃(Z)

] =
b
a
θ
b
a

= θ .
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We will denote

w(Z) =
π̃(Z)

g̃(Z)
.

Then w(Z) is called the importance sampling weight.

However, not knowing b and a comes at a cost. Unlike the simple importance sampling
estimator, the weighted importance sampling estimator θ̂w is not unbiased.

To see this heuristically, let’s assume that we obtained two different samples from G
for the numerator and the denominator. That is, assume that Z1, . . . , ZN ∼ G and
T1, . . . , TN ∼ G. This allows us to break the expectation as follows:

Eg


N∑
t=1

h(Zt)w(Zt)

N∑
t=1

w(Tt)

 = Eg

[
N∑
t=1

h(Zt)w(Zt)

]
Eg

 1
N∑
t=1

w(Tt)


≤ Eg

[
N∑
t=1

h(Zt)w(Zt)

]
1

Eg

[
N∑
t=1

w(Tt)

] By Jensen’s inequality

= θ ,

where the equality only holds for a constant function only. Thus, in general, θ̂w under-
estimates the true value of θ.

An exact expression for the variance is difficult to obtain. But an approximate variance
expression is

Varg

[
θ̂w

]
≈ Varg (h(Z)w(Z))

[Eg(w(Z))]2

(
1 +

Varg(w(Z))

[Eg(w(Z))]2

)

=
Varg (h(Z)w(Z))

b2/a2

(
1 +

Varg(w(Z))

[Eg(w(Z))]2

)

= Varg (ah(Z)w(Z)/b)

(
1 +

Varg(w(Z))

[Eg(w(Z))]2

)

= Varg

(
h(Z)

π(Z)

g(Z)

) (
1 +

Varg(w(Z))

[Eg(w(Z))]2

)

= σ2
g

(
1 +

Varg(w(Z))

[Eg(w(Z))]2

)
≥ σ2

g ,
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where recall that σ2
g is the variance coming from the simple importance sampling es-

timator. Thus, if we can do simple importance sampling, we should do it. We should
weighted importance sampling only when necessary.

Example 1. Consider the target distribution

π(x) ∝ e(sin(xy)) 0 ≤ x, y ≤ π

The target distribution is not a product of two marginals, so we have to implement
multivariate importance sampling. Also, we do not know the normalizing constants.
So for some unknown a > 0

π(x) = a e(sin(xy)) 0 ≤ x, y ≤ π

Suppose h(x, y) = xy. We will use a weighted importance sampling distribution.
Consider the importance distribution U [0, π]× U [0, π]. So that

g(z, t) =
1

π2
I(0 < z < π)I(0 < t < π) := b (assume this is unknown)

Sample (Z1, T1), . . . , (ZN , TN) ∼ U [0, π]× U [0, π]. The weights are

w(Zt, Tt) =
π̃(Zt, Tt)

g̃(Zt, Tt)
= esin(ZtTt) .

The final estimator is

θ̂w =

N∑
t=1

ZtTtw(Zt, Tt)

N∑
t=1

w(Zt, Tt)

.

1.2 Questions to think about

• How would you choose a good proposal for weighted importance sampling? Would
finding a proposal that yields a small variance suffice?

• Do you have intuition as to why the variance of the weight importance estima-
tor is larger than the variance of the simple importance sampler for the same
importance proposal?

• Implement the above example to convince yourself that weighted importance
sampling underestimates the truth and converges to the truth from below.
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